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Research on distributional learning has shown that human learners are sensitive to 
distributional patterns in linguistic input, and they can use these patterns to segment words in 
speech streams [1], learn phrase boundaries [2], and form word categories [3]. Distributional 
learning is proposed to play a role in language acquisition, but the exact role it plays is debated. 
In some nativist theories, distributional learning complements innate abstract representations, 
providing a means for interpreting input and testing hypotheses about the linguistic structures 
being learned [4]. In terms of an acquisition trajectory, this perspective predicts continuity: 
learners begin with abstract representations, and these representations are gradually 
elaborated to encode knowledge of language-specific patterns. However, an alternative 
hypothesis suggests that abstract, hierarchical representations are themselves acquired 
gradually through distributional learning [5-6]. This theory predicts an initial stage in which 
learners represent concrete language-specific patterns and not an abstract grammar, and a later 
stage in which learners represent an abstract grammar. Here we tested these two predicted 
acquisition trajectories using an artificial language learning paradigm. 

We exposed adults on Prolific (N=30) to a miniature artificial language in two 1-hour 
sessions on two separate days. The language contained three nouns, two lexical verbs, two 
adverbs, and one auxiliary desiderative verb ‘to want’ (Table 1). The structure of the language 
was based on the verb-second (V2) syntax of German [7]. Sentences were generated from an 
underlying Subject-Adverb-Object-Verb word order using two movement rules: (1) front the 
Subject, Adverb, or Object and (2) raise the Verb to the second position (Table 2).  

We split participants into two conditions and tested their knowledge at different stages in 
the learning process using a 2AFC test. Participants in the Day 1 condition (N=15) were tested 
after the first exposure session, and those in the Day 2 condition (N=15) were tested after a 
second exposure session 24 hours later. In each test trial, participants chose between a 
grammatical sentence generated by the language’s grammar and an ungrammatical sentence 
containing a single error (Table 3). There were two categories of test items: Patterns items 
tested knowledge of verb placement and inflection, and Rules items tested knowledge of the 
relative order of words that were not affected by movement rules.  

Preliminary results (see Figure 1) suggest a two-stage learning process, consistent with 
predictions of the distributional learning hypothesis. On Day 1, participants were above chance 
on the language’s Patterns (Wilcoxon sign-rank test: Z = 13.58, p < 0.001, one-sided), but they 
were at chance on Rules (t(14) = 0.34, p = 0.37, one-sided). This indicates knowledge of 
concrete patterns without abstract representations of the language’s underlying structure and 
movement rules. In contrast, on Day 2, participants were now above chance on Rules as well 
(t(14) = 2.16, p = 0.024, one-sided).  

These early findings suggest that participants’ knowledge initially consists of superficial 
patterns like verb position and inflection and later develops into fuller representations of the 
language’s grammar. In ongoing work, we are testing learners after a third exposure session to 
see if this trend strengthens. If confirmed in additional research, especially work with children, 
these findings lend support to a theory of morphosyntax acquisition driven by distributional 
learning in which initial knowledge of concrete, language-specific patterns gradually develops 
into an abstract grammar. 
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